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As summer fades away we look forward to the rejuvenation of the fall season!

The Mission Critical Industry was created to ensure the continuous processing of information required for
business operation.  Data is the key component of that information, which makes protecting that data of utmost
importance.  Big Data complicates the data landscape with its facets of volume, velocity, and variety.  Protection
is achieved on a number of fronts.  First the technology hardware and software must ensure the data is processed
without corruption or loss of data and there is the proper level of redundancy and backup.  Next the building
infrastructure supporting the technology must have the reliability and resiliency to provide a fault tolerant
facility so there is no interruption of data processing.  A robust data security program must also be in place
consisting of data protection across computer hardware and software, storage devices, networks, and all
peripheral equipment and edge devices.  Today there is an additional need for a cyber security program that
protects against such attacks as a denial of service or a hack that causes a business shutdown.  The cyber security

program should have the ability to monitor for potential threats, detect an attack, prevent an intrusion, remediate the problem, and
recover from a cyber incident.  In the Mission Critical world data is king and we as professionals in the industry have the responsibility
to protect data integrity and data processing.

7x24 Exchange’s conference goal is to provide attendees with the best of education, networking, and information sharing all in an
environment designed for a memorable experience for you and your guests. 7x24 Exchange is committed to providing value to members,
conference participants, and their companies.

The theme for the 2015 7x24 Exchange Fall Conference being held at the JW Marriott San Antonio Hill Country in San Antonio,
Texas November 15 – 18, 2015 is End to End Reliability: “Commitment to Excellence”. Conference highlights are as follows:

• Welcome Reception

• Sunday Tutorial

• Conference Keynote: “Big Data and the Internet of Things: Boon or Bust for your Cybersecurity” by Theresa Payton

• Keynotes by Fran Dramis & Yahoo!

• Presentations by Compass Datacenters,  CPS Energy & Sentinel Data Centers

• Monday evening: “Marquis Plus+ Partner Showcase”

• Talks from Oracle, National Bank of Abu Dhabi, The Green Grid & ASHRAE

• Exchange Tables on specific topics at Tuesday lunch

• An End-User Exchange Forum Luncheon

Sponsored Event: “A Night at the Rodeo”

The program content is designed to provide value
to conference participants and their companies by
focusing on important topics of the day.  Cyber
Security, colocation, and modular design are
highlighted at this year’s Fall event.

I look forward to seeing you at the Fall Conference
in San Antonio, Texas!

Sincerely,

4

7X24 MAGAZINE FALL 2015 CHAIRMAN’S LETTER

Robert J. Cassiliano

In keeping with its commitment to social responsibility, Chairman & CEO, Bob Cassiliano presented
the conference keynote speaker Mark Kelly with a $5000 donation on his behalf to America’s Vet Dogs.

7x24 Mgz15F_11fx_7x24 Exchange  10/6/15  3:54 PM  Page 4



7x24 Mgz15F_11fx_7x24 Exchange  10/6/15  3:54 PM  Page 5



SAN ANTONIO’S CPS ENERGY BUILDS THE AREA’S
CONTROL/DATA CENTER BACKBONE FACILITY

by Will Hodges, P.e., Val Loh and Bob stickney
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a national hot bed for data center growth, the city of
san antonio is home to some of the country’s most
high-profile mission critical facilities. so when local
utility provider Cps energy set out to design and build
a new 75,000 sq. ft. flagship mission critical facility of its
own, called “Project eCho,” it needed to champion
reliability, redundancy, scalability and flexibility.

but, challenges were abundant. for one, Cps energy
prides itself on being a steward of energy conservation.
Considering the City of san antonio’s continual pursuit
of data center projects (and with as many as 10 stand-
alone data centers already within five miles of the
facility), eCho had to lead by example — to be a real
showcase of energy efficiency. additionally, eCho
needed to accommodate the next 20 years of growth

while simultaneously functioning today as a redundant
site for two existing Cps energy control/data centers.

the solution was a single overarching principle that
guided the entire project from start to finish:
collaborative design.

IT ALL BEGAN WITH A
DESIGN CHARRETTE
in order to meet the project’s goals from both an Mep
and technology systems perspective, syska hennessy
Group worked collaboratively with the entire building
team — from architects to end users and every building
team member in between — beginning with a pre-
design charrette.        

7
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1
silicon realities. this first Guiding principle
addresses reliability, maintainability, functionality,
flexibility and a robust system architecture.

this principle established design parameters early on
that directly resulted in an established basis of design
and increased collaboration since the building layout
took shape with the contractor at the table in the early
design phase. similarly, when it came to designing the
data center’s cabinet layout, reliability and functionality
were key. therefore, Cps energy and syska’s team
required that a physical mockup of a typical row of
cabinets be created. this mockup included the full
complement of infrastructure, including the back-of-
rack cooling solution, overhead busways, cable tray
and lighting so Cps energy could see what their
system would look like and how these individual
components would all be accessible between each row
of cabinets. again, this helped eliminate questions and
future operational maintenance issues in the field.

to build in flexibility for future expansion on site, syska
designed an Mep/it infrastructure that would be ready
for a phase ii build out, with the ability to expand the
building for additional cabinets and utilize existing
back of house spaces to accommodate an additional
generator, ups, chillers, and piping, etc. to support
phase ii. the goal was to preserve the ability to
expand while minimizing the impact to ongoing
whitespace operations.

increased efficiency and reliability were established at
eCho by eliminating the raised floor and replacing
traditional computer room air conditioner (CraC) units
with a refrigerant based back-of-rack cooling solution.
with no raised floor, the epo system could be
eliminated. instead of traditional CraC units
supporting the whitespace, pumped refrigerant units
were installed in galleries adjacent to the space,
keeping all chilled water piping located outside of the
critical spaces. 

2
Carbon Creature Comforts. this Guiding
principle tackled consistency, survivability,
daylighting and a softened security experience.

eCho’s control rooms are a case in point for this
Guiding principle. together, syska’s Mep/technology
team and the architects at Corgan associates began
control room design by defining how many operators
would be working in the areas, which led to deciding
how large the space would be, how many display
screens, size of screens and ultimately, the owner’s
requirements for low-voltage systems. syska’s
Mep/technology team utilized 3d modeling software
to fine-tune control room designs, which resulted in a
recessed well in the operator consoles to
accommodate desired sightlines and an articulated
monitor mounting solution that could pivot at the top
and bottom to enable control room operators to see
beyond their own monitors onto the main display wall
screens. this process was critical to meeting the
operator’s requirements while optimizing the design
and coordination of architectural lighting, Mep and
technology.

while the facility is a mission critical control/data
center, Cps energy made it a priority to create a
positive human interface for those working inside. for
example, a floor path between the two control rooms
was created with artwork and creative lighting and
ergonomic desks were specified for employees. one of
the biggest design challenges was to segregate the
two control rooms per federal regulations — with a six-
wall separation. how can a working separation be
maintained while not duplicating areas that could be
deemed common space? to achieve the separation
between different function areas, the design team
worked closely with Cps energy’s project committee
members and project Manager bill badger, who was
responsible for coordinating the needs of each group.
the results of this coordination allowed for efficient
floorplan design without duplication of common use
space. a successful space plan for facilities such as
eCho requires a commitment from the owner to
actively be involved with the design team, including
decision makers during the design process.

7X24 MAGAZINE FALL 2015

the charrette set the tone for eCho by establishing four Guiding principles that would serve as the foundation for
the basis of design documents. these principles streamlined the efforts of building team members from design to
construction and post-occupancy, ultimately ensuring that the original objectives were met in the final facility.
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3
Good neighbor. this Guiding principle
addresses the public perception, stewardship
and the building’s site-scaping. 

Cps energy was sensitive to the fact that their new
facility would be adjacent to a single-family residential
neighborhood. it was important that the facility design
respect the surrounding context in both scale and
appropriateness. heavy landscape elements were
placed between eCho and the residential area on the
north side to create an image of a park-like setting.
the service areas and equipment were evaluated and
screened to minimize acoustical concerns. the facility
itself is also set back over 100 feet from the property
line to provide a buffer zone between the
neighborhood and the building. the softer aesthetics
of the office facade (including a lower building height,
a café and an exterior courtyard) were located on the
north side facing the residential neighborhood. this
was done to provide a connection between the Cps
energy employees and the neighborhoods they serve.

4
responsible Corporate image. this Guiding
principle ensured sustainability, marketability,
demonstrability, xeriscaping and display of

energy conservation. 

leed Gold certification was a key goal for the eCho
project. to support this goal, special consideration was
given to the mechanical cooling system selected.
Multiple hvaC systems were studied to determine
which one made the most sense from both reliability
and energy efficiency standpoints.

syska’s team developed a computational fluid dynamic
model (Cfd) to find the optimal system layout to cool
the racks on the computer room floor and aid low-
voltage and Mep systems coordination. this led to the
specification of an efficient back-of-rack, refrigerant-
based cooling system. the system’s back of rack heat
extractors have variable speed fans that modulate to
control the rate of heat transfer between the air and
the refrigerant. this unique solution provides a “room
neutral” design where the discharge air is cooled back
to room temperature prior to re-entering the space.
the refrigerant to water heat exchangers were
designed to be installed outside of the critical space,
so that only the refrigerant piping and back of rack
units are located within the critical space, minimizing
the coordination needed to support all the
infrastructure. in addition, the design of the system
allows a single refrigerant pumping unit to be taken
down for maintenance while the cabinets served by
this unit can continue to operate through alternate
feeds from the adjacent pumped refrigerant row. 

through energy model simulation, the selected hvaC
system results in ~13% energy savings over the
ashrae 90.1 baseline case of a packaged direct-
expansion system. this, coupled with the it
virtualization energy savings of ~39%, produces a very
energy efficient system that matches Cps energy’s
charge to minimize energy consumption and maximize
energy efficiency.

WWW.7X24EXCHANGE.ORG

THE 4 GUIDING PRINCIPLES

Typical Cabinet Placement. No raised floor and open plenum

above.
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COMING FULL CIRCLE
team collaboration was the key to success for eCho.
from day one to move-in, it set the tone for building a
reliable, redundant, scalable and flexible mission
critical facility that met all the owner’s objectives and
brought the team’s Guiding principles to life. 

“the syska hennessy/Corgan team, combined with
turner Construction, translated some basic
requirements into a state-of-the-art facility on a modest
budget. by asking questions, listening carefully and
then coming back with options and recommendations
at every step of the process, the design and
construction teams assimilated our underlying mantra
of reliability, availability and maintainability for this data
center. they were the consummate collaborative
partners,” said bill badger, project Manager, Cps
energy. “we would sketch out ideas on a dry erase
board or over a web conference. in short order, those
ideas were integrated into the design and construction
of the building. for Cps energy, this was the perfect
integration of owner, designer and builder. eCho is
the tangible result of the best teamwork on the
planet.”

VITAL STATS: 

the Cps energy’s Mission Critical Control and data
Center (eCho) was built with concurrently
maintainable goals in mind, with a feed from two utility
sub stations, allowing for a robust system while
maintaining the overall budget constraint. supporting
multiple operating groups under a single roof, the
facility is awaiting leed Gold certification. eCho
features a control center operating space of 10,000 to
15,000 sq. ft. the facility’s data processing or white
space area is currently comprised of another 10,000
sq. ft. of space, with design provisions to double the
space and critical it load for future expansion.

7X24 MAGAZINE FALL 2015

Will Hodges, P.E. is Senior Associate at Syska Hennessy Group. He can be reached at 972-638-5406
Val Loh is Principal at Syska Hennessy Group. He can be reached at 212-556-3404

Bob Stickney is Principal at Syska Hennessy Group. He can be reached at 972-638-5420

cPs energy Mission critical 
control and Data center

san antonio, texas
75,000 sq. ft.
opened 2015

Bill Badger, CPS Energy Project Manager Refrigerant-based laminar cooling system located on the back

panel of each rack.
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Data center infrastructure management—real,
dedicated DCIM—is about a decade old (barely),
and already has evolved into something its creators

didn’t expect. DCIM was designed for a different
time and a vastly different data center—the swollen
facilities of the early 2000s that housed row after
row of servers and were built to add even more. No
one could imagine a reason why things wouldn’t
continue that way, and organizations needed to
track and manage those assets in increasingly
virtualized environments. Because necessity, as
they say, is the mother of invention, DCIM was
born. No, scratch that. This was when DCIM was
conceived. Birth came later, and that’s an important
distinction.

DCIM gestated while the need for greater visibility
and asset management increased. But something
else happened during this time—the data center
evolved. Server capacity increased, energy

efficiency across systems became a priority and
enterprise data centers became something of an
endangered species. Hyperscale—think Google,
Amazon and Facebook—emerged with its own
unique architectures, and cloud and colocation
facilities started to siphon computing away from
traditional enterprise facilities. As DCIM became
fully formed, it emerged as and remains a valuable
solution in these environments.

But there’s another vein of data center evolution—
distributed networks, with IT closer to end users
and smaller data centers at the hub. These
networks can have multiple small computing
modules spread across different locations,
providing local computing and storage while still
networking with each other and with the small data
center at the network’s center. Individually, these
are simple IT resources—often just a rack with a
server or servers, power distribution, maybe some

by enzo Greco

Cambridge University simplifies IT operations through data center infrastructure management
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basic thermal management, and networking
capabilities. Simple, right? But taken collectively,
these are complex networks with considerable
management challenges. It might not be what the
earliest DCIM engineers had in mind, but the
distributed data center is a challenge today’s DCIM
solutions are built to address.

Case in point: Cambridge University
Cambridge University in England is one of the
world’s leading research institutions and has been
for more than 800 years. The institution’s
dedication to learning and innovation extends
beyond academics and into its operations,
including IT. The university values unified
technology support that enables and drives
achievement, but maintaining an integrated IT
infrastructure has been a challenge. As the campus
and various departments grew and evolved,
separate micro networks popped up. Each
department had the option to integrate its servers
with the campus’s main data center, but it wasn’t
required. As a result, the campus ended up with
more than 200 server rooms serving 120
departments, and most of them operated
independently. 

None of this is all that unusual, but it’s an inefficient
way to operate—and the IT personnel at Cambridge
knew it. All of these separate, independent IT
nodes eliminate the benefits of consolidated
management, standardized service delivery and
improved security and availability. On top of that,
each department was free to build its computing
capabilities to its own specifications—and using
whichever equipment manufacturers it liked. That’s
200 loosely connected server rooms with little or
no consistency in terms of server or infrastructure
vendors—again, not a model of efficiency. 

The university’s IT staff understood the need to
improve visibility and management of this

computing quilt, believing it was the key to
optimizing computing performance and efficiency
and reducing skyrocketing operational costs. Their
solution? Consolidating some of the far-flung IT
rooms in a single modern data center and uniting
the new facility and remaining distributed
computing sites under a single DCIM system.

DCIM in a Distributed Environment
While the distributed model is relatively new,
applying DCIM to improve visibility and control of a
web of hard-to-see IT assets is more or less exactly
what the technology was developed to do. The
physical location and heterogeneous nature of the
Cambridge facilities just added another layer of
complexity. Ultimately, the desire was the same as
it is for any DCIM customer: to see and control
multiple assets—not just servers, but every
component across the network—from a single
location.

Cambridge settled on Emerson Network Power’s
Trellis™ platform, a DCIM solution that enabled
management of multi-vendor IT, power and cooling
resources through a single pane of glass. The
consolidation, data migration and DCIM
implementation is an ongoing process, but the
early returns are overwhelmingly positive.

The system works with output from the various
pieces of equipment including critical
infrastructure, configuring and organizing data
from multiple sources and translating it into a set of
unified actions. It allows the university to reduce
both capital and operational expenses by
virtualizing platforms and refreshing equipment,
using the central data center space intelligently,
and implementing evaporative cooling systems. It
has made everything the university does around its
IT systems smarter, and we would expect nothing
less from a place like Cambridge.

Enzo Greco is Vice President and General Manager, Software, Data Center Solutions at Emerson Network Power. 
He can be reached at Enzo.Greco@Emerson.com
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I. INTRODUCTION
built in 1982, the exploration and

petroleum engineering Computer

Center (eCC) is designed to provide

state of the art technologies and

computing power to enable saudi

aramco geologists, geophysicists and

petroleum engineers to explore,

develop and manage saudi arabia’s

oil and gas reserves. while the

majority of these technologies and

services are powered by high

performance clusters, a significant

number of services are still hosted on

traditional servers.    

in saudi aramco’s exploration

activities, hpC continues to play a

critical role in enhancing geologist’s

and geophysicist’s ability to interpret

the subsurface of the earth more

accurately. the ability to run complex

codes and algorithms on large

amounts of seismic data and

outputting very detailed images of

the earth are only possible by utilizing

the massive computing power of

clusters. similarly, major resources are

required to allow petroleum engineers

to simulate large geological models

of reservoirs to understand fluid flow

behaviors [1].

although hpC provides the resources

to addresses the high computational

needs in the oil and gas industry,

many challenges are associated with

the large amount of hardware in data

centers and the growth rate of the

that hardware. one of the main

challenges is ensuring the availability

of the entire it infrastructure by

utilizing the appropriate it

infrastructure monitoring solution.

a wide variety of monitoring solutions

exists in today’s market, ranging from

free monitoring systems such as

nagios [1] and zabbix [2] to

by abdullah aldhamin & bander alotaibi

Abstract – In recent years, there has been a growing practice among IT organizations to deploy
Business Service Management (BSM) solutions. In this paper we describe and share Saudi Aramco’s
EXPEC Computer Center (ECC)—a leading scientific HPC-based data center—experience and
recommendations in choosing and deploying a business service management solution to model,
manage and monitor our IT resources.
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commercial products such as hp

openview and ibM tivoli.

additionally, available solutions differ

based on the nature of the business

and the required usage such as web

application monitoring solutions

designed for monitoring transactions

by simulating user transactions. even

solutions in the same category such as

it infrastructure monitoring differ in

their licensing strategy and for high

growth environments solutions that

charge by device or monitor can

quickly increase the cost.   

in this paper, we will share saudi

aramco’s eXpeC Computer Center

experience in choosing the proper

monitoring solution for data centers

that mainly use hpC systems and

what considerations need to be taken. 

A. IT SERVICE MANAGEMENT
an effective monitoring solution of it

resources is a main part of it service

management (itsM), an approach

necessary for organizations to

manage large-scale it systems. itsM

is a process based approach to

manage an organization’s it systems

with a focus on it services rather than

it systems [2]. it aligns an

organization’s it services with

business processes to ensure

customer needs are effectively met. it

introduces management processes to

cover the entire life cycle of an it

service including; planning and

designing of a service, delivering the

service, support and finally continual

service improvement [3].  several of

these processes are dependent on it

systems monitoring such as change

management, problem management,

incident management and

configurations management [4]. 

having effective it service

management should be a strategic

goal for any organization, especially

organizations with medium to large it

systems such as an hpC in our case.

today, various best practices exist that

if implemented will ensure effective

itsM. available frameworks include,

but are not limited to information

technology infrastructure library (itil)

[3], Capability Maturity Model

integration (CMMi) [4], Microsoft

operations framework (Mof) [5] and

Control objectives for information

and related technology (Cobit) [6],

where standards include iso 20000

and iso 9000.

II. BUSINESS SERVICE
MANAGEMENT

a common element in an information

and Communications technology

environment is the business service

Management (bsM), which is a

standard approach to model, monitor

and manage it infrastructure in a

customer-centric and business-

oriented configuration. it is normally

positioned on top of itsM to ensure

that business and customer objectives

provide an input to define the itsM

model, and the business services

offered by the it organization. the

bsM process has driven the

development of the traditional

network monitoring software industry

to use complex layers of differing

technologies to close the gap

between knowing the problem from a

technical point-of-view and the

business impact. bsM has been

identified by the itil as a best

practice for it infrastructure

management and operations.

bsM consists of both a structured

process and enabling software,

allowing it organizations to operate

by service rather than by individual

configuration items (Cis) or

technology. this has led organizations

to prioritize their efforts, and

ultimately improve the services

delivered to upstream users. that

said, bsM is a way to bring together

many disjointed processes and

applications, and develop quantifiable

improvement in efficiency and ability

to view it infrastructure relevant to

business processes.

also, bsM, as a process, is not

software by itself. however, there are

tools and software solutions that are

considered critical enablers to

implement bsM in an organization [7]

[3]. thus, bsM software and tools

have been popular over the years.

Figure 1: Key Elements to Build a BSM.

unlike legacy network management

systems, bsM software [7] [8] provides

a unified view for data center

administrators to view and manage

devices, applications, networks and

events usually from a common

dashboard. traditional network

management systems focus on

measuring and monitoring the

technical availability and performance

metrics of it infrastructure, such as

Cpu and memory utilizations.

however, these tools do not provide

the necessary information to

determine the business impact of a

specific problem. for example, if a

server and a storage filer fail at the

same time, legacy tools cannot

determine which of these two

elements is more critical to the

business or which business processes

have been impacted by the failure.

III. FACTORS TO
CONSIDER

in recent years, there has been a rapid

development of software solutions to

help organizations implement the

bsM process. as a leading scientific

data center, eCC has the experience

BSM
Business Processes

Applications

Middle-Tier

IT Components

Data Center
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with evaluating and deploying several

legacy network management tools

and bsM software solutions. this

experience allows us to share some

key considerations when it comes to

implementing solutions in an hpC-

driven scientific data center.

A. DATA CENTER OPERATIONS
one of the first factors to consider is

the way the data center operations

are handled. an unmanned data

center operations strategy requires a

complex backend solution to run the

whole process in an automated

manner. whereas manned data center

operations would require a different

type of solution, which is user friendly,

and offers the required capabilities. in

addition, the level of tasks assigned to

the operators in response to received

events determines the needed

capabilities and functions from the

bsM solution. these considerations

though seemingly primitive, are

important starting points that help

direct what to look for in a bsM

solution.

B. BUSINESS SECTOR
understanding the business sector

where the data center operates is yet

another key factor to consider. service

providers, financial institutions, public

sectors, and scientific data centers

have different types and architectures

of technologies, and, hence, operate

differently. while financial institutions

are more interested in keeping a tight

control on each single transaction and

ensure it is successfully completed,

service providers are more concerned

about infrastructure devices such as

network devices and servers. the

main reason for this difference is the

business objective, in which a service

providers’ business is affected by an

availability issue of servers and other

devices. in a scientific hpC-based

data center, however, the criticality of

nodes can be completely different.

typically, such an environment is

based upon commodity hardware

vulnerable to hardware failures and it

is normal to have several nodes totally

unusable for maintenance. hence, the

bsM must be configured so that it

does not panic on each node failure,

unless necessary.   that said, a good

bsM solution for a data center in one

industry may not deliver the required

business value for another data center

in a different industry. therefore,

knowing what each bsM vendor in

the market provides and the

industries where their solution is more

dominant provides a strong insight on

steering the decision for the bsM

solution.

C. LICENSING MODEL
licensing model plays a crucial part in

determining the cost efficiency of the

monitoring solution. the licensing

model also defines the required

administration efforts by support. in

general, software licenses are

categorized into the following:

proprietary licenses and free and

open source license. proprietary

licenses grant the use of the software

solution to users, while the ownership

of the software remains with the

developer, and, as such, modifications

can only be done by the developer.

free and open source software

licenses, however, allow users and

developers to use, modify and share

the software and the source code

behind it. table 1 summarizes the

main differences between both

proprietary and open source licenses.

there are different methods to define

the scope of the license for the

proprietary commercial bsM

solutions. for example, they could be

licensed per monitoring point, which

is measured by what needs to be

monitored, e.g., disk utilization and

Cpu. they could be licensed per

monitored device, measured by the

number of devices to be monitored.

finally, they could be offered with an

unlimited site license model.

in addition, there are two proprietary

licensing models commonly used for

bsM solutions: subscription and

perpetual license models. in the

subscription license model, the owner

is entitled to utilize the software

based on the number defined in the

license scope. this means that the

cost associated with the software

Table 1: Comparison between Proprietary vs. Open Source License.

free anD oPen source ProPrietary

cost Mostly free. free or paid.

copyright licensed, credit given to licensed by developer only, 

original developer when modified. user granted rights to used

source code ownership no ownership rights. developer owns rights.

source code Modifications anyone can modify. only developer can modify.
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changes in each cycle depending on

the number in the license scope.

thus, the owner is entitled to install,

run, and request maintenance and

support for the software as long as an

active subscription is maintained. in

the perpetual license, however, the

owner pays an initial cost to purchase

the use of the software for the defined

number in the license scope. the

initial cost usually is inclusive of

maintenance services for the first year.

in addition, the owner may opt not to

have official maintenance services for

subsequent years without affecting his

rights to the use of the solution. table

2 summarizes the main differences

between these two license models.

Considering the case of a high

performance computing (hpC) data

center with a large number of nodes

(in thousands), a perpetual site license

will be more effective. it is expected

that all of the hpC nodes need the

monitoring template, with a few

exceptions to cater to some business

requirements. thus, the site license

will be more efficient since all

managed devices are almost identical.

D. AGENT VS. AGENTLESS
there are two approaches to apply

the monitoring to computing

infrastructure components: agent-

based and agentless monitoring. each

approach brings its own pros and

cons. a key decision on choosing a

monitoring solution is to decide

whether to look for agent-based or

agentless solutions. the agent-based

monitoring solution consists of a of

software component, typically a small

application, residing on the client

server and collecting data. the data is

then returned to the monitoring

station based on a policy within the

local agent, or as requested by the

monitoring server. in this practice, the

agent is very lightweight but able to

access granular metrics for better

monitoring, alerting and reporting, as

well as deeper levels of root-cause

analysis and trouble shooting. in

addition, advanced capabilities and

functions, such as patching and

configuration management, can be

encapsulated within the agent itself.

furthermore, agent-based solutions

allow for more flexibility with the

creation of customized service

monitors.

however, some agents are very heavy

consumers of resources and can stress

the servers they are monitoring; this

could eventually reduce the

performance of the servers they are

monitoring. this is an important

decision when considering hpC data

center monitoring, in which resource

utilization is crucial. in addition,

agents introduce considerable

support and administrative overhead

to ensure their compatibility with the

running system’s health, and that they

do not introduce any security

breaches to the environment.

Moreover, agent-based solutions

could limit the scalability of the

solution to the number of agents it

can manage, which is an important

metric for a large hpC environment.

the agentless solution, however, does

not require specific software

component to deploy the monitoring,

which solves most of the problems

introduced by the agent-based

solution. Generally, they rely on

standard system apis or network

packet analysis methods.

there are different methods used in

practice for agentless monitoring:

such as snMp (simple network

Management protocol) for

linux/uniX, network device and

storage filers; wMi (windows

Management instrumentation) for

windows-based systems; ssh (secure

shell) for linux/uniX systems [9]. for

snMp to work, however, the snMp

agent must be configured and

enabled to send/receive snMp traps.

but, it is still widely accepted that

snMp monitoring is considered

agentless since the agents are

standard software components within

the monitored systems. thus,

agentless does not require any

specific software to install on

managed devices, eliminating all

overhead associated with agent-

based systems.

on the other hand, agentless

solutions will be affected by

networking issues. also, when

monitored systems are highly utilized,

which is the norm in hpC

environments, agentless solutions

might lose the ability to connect to

those servers and collect required

data. 

Table 2: Comparison between Subscription and Perpetual License Model.

suBscriPtion License MoDeL PerPetuaL License MoDeL

cost annual recurring payments. one-time payment.

Validity 12 months. perpetual.

entitlement software license, support, software license only. usually include

updates and upgrades. 1st year maintenance and support.
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the trade-off between the

advantages and disadvantages of

both methods can be challenging, but

careful consideration of the target

environment can help reach a

strategic decision.  in eCC’s linux-

based hpC environment, we rely on

agentless ssh-based monitoring,

which we believe can provide all of

the necessary monitoring

requirements with the least

administrative overhead.

E. SCALABILITY
another important metric to consider

when acquiring a monitoring solution

is scalability, which determines the

number of devices it can monitor.

there are several factors affecting the

scalability of bsM solutions. the most

common factor is the number of

monitors applied coupled with the

number of managed devices. it is

expected that increasing the number

of monitors on each of the managed

devices decreases the number of

devices monitored by the solution.

such limitation is influenced by the

technique used for monitoring.

there are different approaches

practiced to address the scalability

limitations of bsM solutions. the most

commonly used is the distributed

monitoring approach. in this

architecture, the solution is deployed

in different identical servers (slaves), in

which each slave is responsible for a

certain amount of the load. a master

server is deployed on top of these

slaves, which interacts and manages

the slaves. in addition, it acts as the

gateway to end-users, creating a

seamless environment on how the

monitoring infrastructure is deployed.

this architecture allows for greater

flexibility to scale the monitoring

solution horizontally and vertically,

without imposing certain

specifications on hardware resources

or other limitations. this architecture

must be tested and verified against

possible scalability thresholds or

limitations in order to deliver the

required optimal results.

another approach is to fragment the

bsM solution into several

components based on functionality.

typically, these solutions consist of a

software package to monitor network

devices, a package for monitoring

servers, a package for application

monitoring, and another package for

reporting. although such architecture

might have a solution for scalability

limitations, it also introduces several

complexities, administrative

overhead, as well as additional costs.

F. SECURITY
data is the most important intellectual

asset of any data center. thus,

maintaining a secure environment for

this data is as important as the data

itself. by deploying a new bsM

solution into your environment, it

implies that a new component will

have access to your it assets,

including stored data. this access is

required by such solutions to run the

necessary monitoring and

management tasks. understanding

how the solutions do each task, and

what access is associated with it is

essential. there are cases where the

solution is not aligned with an existing

security standard or regulation. in

addition, some solutions might

require unnecessary authority to

access some systems, in which there

are alternatives. Moreover, an agent-

based solution might introduce

additional security concerns and

require further efforts to perform

patching tasks.

thus, it is important to have a

complete understanding how each

monitoring task is performed by the

bsM solution. this includes, but is not

limited to: access privileges and

protocol required, files to be

accessed, processes run by the

software, and whether there is

outbound traffic forwarded to outside

servers. for example, a read-only ssh

access to system related files for

linux/uniX based systems is

considered a best practice method of

performing comprehensive

monitoring without compromising

security measures.

G. FRAGMENTED VS. UNIFIED
to cater to the capabilities required to

monitor the different computing

resources, bsM solutions can be

categorized into two distinct types:

fragmented and unified. a

fragmented bsM solution consists of

several function-based and

independent software applications.

each of the applications delivers a

monitoring function and works

independently from other

Figure 2 : Typical Distributed Monitoring Architecture.
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applications. in some

implementations, the set of these

applications can be controlled

through a single platform that

provides analytics and correlations

between the different events received

from these applications.

the fragmented bsM solution allows

for greater flexibility for the solution

developer to expand monitoring by

making it technology specific. this

can enrich the monitoring capabilities

with significant details. on the other

hand, each of the applications of the

same solution could have its own

licensing model – even though they

are part of the same bsM solution.

for example, you might have an

application licensed per monitoring

point, and another licensed per

device. Moreover, fragmented

solutions impose significant amount

of administrative overhead that might

require a dedicated support staff. in

some cases, support staff might

spend more time performing routine

administrative tasks, such as patching,

upgrading, troubleshooting internal

issues or unusual application behavior,

than actually delivering business

value. in addition, without a tight,

reliable and dynamic integration

between these applications, the bsM

solution might not deliver the

intended business value. these

factors contribute to higher costs

associated with such solutions.

a unified bsM solution, however, joins

the major functionalities of

monitoring, analysis and reporting

into a single platform with embedded

software modules. that is, there is no

specific software installed for server

monitoring and another for network

device monitoring. strategic

partnerships with the oeMs are a key

enabler to provide a unified solution,

as bsM solution providers can focus

on the most important metrics to

monitor directly from the devices or

applications. hence, it leaves out all

unnecessary details for the oeMs to

cover through their technology

specific management solutions. this is

a widely adopted approach, since

most of the complex technologies are

equipped with their own management

software, intended for very specific

installation, advanced administration

and management, and diagnostic and

troubleshooting tasks. nevertheless,

unified bsM solutions can still benefit

from oeM software through api

integrations and other means, if

deemed necessary for certain

business requirements. in general,

however, this is very rarely needed for

hpC data centers.

furthermore, unified bsM solutions

eliminate much of the training and

support overhead imposed by

fragmented solutions, resulting in less

cost of ownership (tCo). in addition,

they allow for functionality expansion

through integration with third-party

applications, especially when

considering an open-source

approach.

H. SOLUTION INTEGRITY AND
INTEGRATIONS WITH THIRD-
PARTY SOFTWARE
another important factor that plays an

important role on the selection of a

bsM solution is its integrity and

integration offerings with third-party

software allowing for functionality and

capability expansion. the genuine

integrity between different

components of a fragmented bsM

solution is crucial to deliver optimal

business value. some solutions

require an additional integration

module for each of its applications,

adding more complexity to the

solution architecture. such

requirements, in turn, introduce even

more integrity and reliability concerns

to the whole platform. these

integration points within the same

platform might also require additional

licenses and, hence, additional

associated costs. unified bsM

solutions are not impacted by this

issue since essential components are

already integrated within the bsM

platform.

integration with third-party

monitoring, configuration

management and systems

management solutions expand the

functionality and capabilities of the

monitoring solution. thus, it is

important to understand the available

integration offerings of the bsM

solution and how they could be

utilized. in an hpC environment,

integration with the jobs scheduler

and resource management system,

such as pbs and univa Grid engine,

as well as an hpC configurations

management solution, such as

puppet, add important details about

what is happening in the hpC

environment and help the bsM to

create better correlation between

events – both from systems and

applications. it is worth noting that

such integration is beneficial in both

fragmented and unified bsM

solutions, even though some vendors

might promote the opposite and rely

solely on their product. also, it is

important to understand how these

vendors make such integration

offerings and whether they require

additional licenses or software

installations. the most practical

approach for such integrations is to

use out-of-the-box apis and perform

customizations as deemed necessary.

Most propriety solutions, which are

also fragmented, require special

licenses and software components for

integration with third-party

application.

I. CMDB CONSIDERATIONS
Configuration Management database

(CMdb) is a fundamental part of any

bsM solution. it serves as a data

warehouse about all of the data

center components, both physical and
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logical, relationships and

dependencies, as well as their

criticality to the business, where each

entry in the database is referred to as

a configuration item (Ci). the

information technology infrastructure

library (itil) treats the CMdb as the

central source of data for

Configuration Management process

to understand how the data center

assets are composed and services

delivered to end users.

while it seems that CMdb is an

integral part of any bsM solution, it is

also used by other processes such as

Change Management and incident

Management. thus, the decision

whether to treat it as part of the bsM

or decouple it is very important. that

said, by understanding the

demanding work associated with

populating and maintaining the

CMdb, it becomes more practical to

decouple the CMdb related activities

from the bsM framework.

by decoupling the CMdb from the

bsM, we can utilize more advanced

and specialized CMdb solutions, such

as bMC atrium CMdb and

puppetlabs’ configuration

management system - puppet. this

approach addresses the challenges

associated with controlling the CMdb

system, and maintaining data

integrity, validity and consistency. in

addition, it allows for further

development of the CMdb by

including the data into the CMdb

from other sources, such as asset

Management. this process, referred

to as federation, transforms the

CMdb into a federated CMdb such

that the source of the data retains

control of the data. this has become

a common practice in today’s

complex computing environments.

utilizing an independent CMdb as

the source of data for all of the it

assets for the bsM is more practical. it

allows the bsM solution to focus on

what it should, while ensuring the

availability of a reliable source of data.

furthermore, it leads to a less

complex solution architecture for the

bsM.

J. OPEN SOURCE APPROACH:
OFFERINGS AND LIMITATIONS
in recent years, the open source

software industry has gained a huge

popularity and been a key competitor

to market leaders, who have been

driving the industry for years, as

shown in figure 3. similarly, open

source bsM tools and solutions have

been popular and widely adopted at

the enterprise level.

they aim to associate the concepts of

both open source and propriety

software together. that said, they

offer the flexibility of open source

solutions. users can access the source

code and customize the solution to

the business needs. they can also

integrate with third party solutions, at

no additional cost, to expand their

capabilities. often times, these

integrations are provided as an out-

of-the-box feature utilizing generic
Table 3: Main Differences between Fragmented and Unified BSM Solutions.

DetaiLs

administration overhead higher for fragmented solutions.

installation requirements Generally, fragmented solutions tend to

need more components.

cost Generally, higher for the fragmented

solutions.

functionality offerings More capabilities are usually offered by

fragmented solutions.

Figure 3: Gartner’s DC Audience Current and Future Monitoring Platforms.
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apis or web services. Moreover, they

are equipped with advanced

functionalities, such as application

performance monitoring by simulating

the user experience using the

synthetic transaction monitoring

concept, service modeling, auto

discovery and many other capabilities.

furthermore, open source solutions

are widely used and popular among

popular data centers. there are

community forums you can utilize for

help and support in the event you

come across a critical technical issue.

open source monitoring solutions

differ in nature depending on their

capabilities. they range from primitive

availability monitoring tools, such as

nagios and icinga projects, to more

advanced monitoring solutions, such

as zenoss. nagios, for example, is a

primitive open source monitoring

software project that has been widely

used in different data centers, and

serves as the fundamental ground for

several other monitoring projects.

K. SUMMARY
in summary, the selection process of a

bsM solution is subjective, and highly

dependent on several factors defined

by the business needs and objectives.

this includes, but is not limited to the

nature of the data center operations,

business sector requirements and

objectives the center serves, solution

architecture, solution capabilities and

offerings, and the security factors.

IV. CONCLUSION AND
FUTURE WORK
our growing need to provide world-

class and highly available hpC

resources to serve saudi aramco’s oil

and Gas upstream operations has

given us the opportunity to study the

bsM industry and evaluate several

products. in conclusion, the bsM

concept leads the way data center

monitoring is delivered. it aims to

close the gap between it service [10]

organizations and the upstream

business of the organization.

Choosing the right software solution

for that purpose plays a crucial part in

delivering this objective. in this paper,

we provided some insights based on

our experience on how to choose a

cost-effective solution to an it

organization, with more focus on hpC

data centers in an oil and Gas

industry.

our future work includes expanding

our bsM model to include data center

facilities components, mainly

monitoring power and cooling

infrastructure. in addition, we are

working on evaluating the

performance of several enterprise

bsM solutions. this performance

evaluation, together with the

considerations provided in this

research, will further help

organizations to better address their

bsM business needs [9].
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STARTING FROM SCRATCH
VISIONING YOUR DATA CENTER

the construction industry is littered

with projects that have failed to meet

the owner’s expectations. the reasons

for the missed expectations range

from the failure to meet the

construction budget requirements,

schedule requirements, space needs,

capacity needs – and the list goes on.

based on years of experience and

research, it is apparent one of the

primary reasons cited for these

failures is poor early planning. proper

early planning can limit rework in

future phases, the need to ask for

additional capital, and wasted time.

like most other construction projects,

data center projects often fail because

of poor planning. too often the owner

falls short of budget because they

used old rules of thumb or an online

tool to project the cost of

construction. at other times data

centers are over/under built due to

failure to project business needs or

operational requirements. and at still

other times a proper understanding of

construction sequencing, equipment

lead times, regulatory action or utility

acquisition can result in scheduling

delays. Most of these issues can be

mitigated through proper planning.

PLAN THE PLAN

Most owners starting the process of

constructing a data center are literally

starting from scratch. once the

business need is established, the

owner quickly finds that in addition to

the normal building construction

challenges, there are numerous

additional technical and logistical

issues that need to be overcome in a

data center project. the construction

of a data center is significantly more

challenging today than it was just a

few years ago. there are many system

and technology options to choose

by Raymond Johnson, ii, Pe
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from that were not previously

available. which systems to choose

and how they apply will depend on

how the owner intends to operate

their facility. determining whether to

build the facility to meet the future

size and capacity needs, or to allow

for scalability to grow into the future

needs, can depend on operational

factors as well as systems chosen. the

determination of these and many

other issues can be iterative, and if

not controlled, can have capital

budget and schedule impacts. to

control the process it is

recommended an architect, engineer

or data center planning professional

be brought onto the team once the

business need is established.

as it professionals are aware, a data

center project is far more than just the

construction of the facility itself. the

planning of a data center is a complex

array of interdependent elements (see

figure 1). these elements and their

planning can greatly impact the

project capital cost and schedule. to

maintain control of the planning, a

two-part process is recommended.

this process is adapted from a similar

model being used in other areas of

the construction industry. the first

step establishes overall project goals.

the second step looks critically at the

project to facilitate the determination

of a preliminary concept. 

STEP 1

the first step in the planning process

consists of a visioning session or

preliminary meeting. during the first

meeting the architect/engineer/

planning professional meet with the

primary stakeholders. these are the

stakeholders who have the primary

decision making responsibility. the

stakeholders should be members of

the project leadership team, as well as

executives responsible for the success

of the project. they could include the

Cio, Cfo, director of facilities, etc.

the goals of this meeting would be to

familiarize the leadership team with

the process, relate the business

needs, establish the project goals,

and determine the project bumpers. 

project bumpers are project

limitations that the planning,

construction and implementation

must stay within for the project to be

successful. an example of a project

bumper might be that the data center

project cannot exceed a fixed capital

expenditure or it will not fit the

business model for the company.

another bumper may be that the

project schedule is being driven by

the need to leave an existing space

by a contracted date.

if the company’s internal project

manager is not a primary stakeholder,

he/she should still be included in this

meeting. this assures that both the

architect/engineer/planning

professional and the internal project

manager have heard the same goals,

needs and project bumpers. it is also

important to have at least a general

understanding to the existing capacity

and projected future needs for this

meeting. this will be used in the

second meeting to help estimate the

equipment and service sizes, and the

types of systems to be considered.

the better the existing and future

capacity requirements can be

projected, the more reliable the

estimated construction cost will be.

STEP 2

the second meeting, sometimes

called a design charrette, brings

together the architect/engineer/

planning professional with the owner’s

primary facility and it stakeholders.

these should be the stakeholders

who are responsible for the daily

operation and maintenance of the

building systems and network. they

could include the facility’s operations

director, it director and selected

specialists. the goal here is to drill

down into how the existing systems

are operated and what changes are

envisioned for the new facility. the

use and operation of the facility and

systems can have a dramatic impact

on the configuration and make-up of

the data center. Critical information

like the kw capacity, uptime

expectations, redundancy

requirements, rack density, etc. should

be available for discussion. any one

of these can have a profound impact

on the capital budget and require re-

evaluation and assessment of savings

alternatives should the capital budget

be exceeded. as stated above, this

can be an iterative process where a

change in one parameter will result in

changes elsewhere.

various design alternatives should be

considered in this meeting. the

process should utilize the project

parameters to narrow in on the

systems and configurations that meet

the requirements and quickly

eliminate those that do not. this is

where the architect/engineer/planning

professional brings their value to the

table. the experienced professional is

Figure 1

Visioning session

concept Planning 
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able to facilitate the discussion to

efficiently focus on the items that will

meet the requirements, while helping

eliminate those that will fall out. they

are also able to help consider the

various alternatives that might be

available to allow flexibility to meet

the ‘what if’ scenarios that always

come up in these discussions.

once a sufficient level of information

is gathered and agreed upon, and a

reliable capital budget projection is

created, the architect/engineer/

planning professional takes some time

aside to rough out a concept plan.

this plan should approximate space

allocations, adjacencies, white space

areas, growth areas, approximate

equipment locations, etc. an

experienced professional should be

capable of performing this task in just

a few hours. once completed to a

sufficient level of detail, the

stakeholders are brought back to

challenge the concept plan. those

challenges are discussed and

modifications are agreed upon prior

to the conclusion of the meeting.

once all are in agreement, the

architect/engineer/planning

professional finalizes the concept

plan. this can be done at the meeting

or shortly after the meeting (see

figure 2).

an important aspect of this meeting is

that all stakeholders are actively

engaged. it is recommended the

stakeholders are able to remain

focused on the process. this process

can take a couple of days, so time

should be allocated to allow their

participation.

STEP 3

once the concept plan is developed

and agreed upon, the capital budget

estimate can be developed. because

of the level of detail that can be

generated in a short period of time,

the estimate should be relatively

detailed and not just a rule of thumb

estimate. this level of detail will allow

for a more reliable capital estimate

that can be utilized to make informed

business decisions. the concept plan

will also raise the level of comfort for

all involved that the facility under

consideration will meet the

operational needs of those charged

to make it work.

THE RESULT

a reliable early planning process that

quickly guides a project to its

successful conclusion is essential. the

result of the process must be a capital

budget owners can rely on to make

sound business decisions, and a level

of certainty that the proposed facility

will meet the business and

operational needs of the owner. when

properly performed, this process can

meet those objectives.

this process is normally performed

quite quickly and as a result can be

quite intense. the participants need

to be “in the moment” and dedicated

to the successful outcome. the

desired outcome of the process it to

achieve a reliable capital budget,

create a concept that will meet the

business and operational needs, and

just as importantly, garner the

necessary “buy-in” from the

stakeholders. this early planning

process allows these goals to be

achieved in a relatively short period of

time.

Project Budgeting

Figure 2

Raymond Johnson, II, PE, is Director of Mission Critical Design at Wendel. He can he reached at rjohnson@wendelcompanies.com

yourPLan
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If we’ve learned anything from, OPM, Target, Sony, JP
Morgan Chase, eBay or any of the countless other high-
profile, high-cost cyberattacks of the past two years, it’s
this: there are vulnerabilities everywhere. Hackers can
pillage companies or agencies through anything
connected to the network … and today, everything is
connected to the network.

We live in the era of the Internet of Things. Hyper-
connectivity isn’t just possible, it’s swinging the
pendulum between success and failure for multi-billion
dollar businesses. Device-to-device communication
streamlines everything we do, and visibility and
management of these connected systems enables
increased productivity and efficiency. But there’s a
catch; every one of those connections creates a
potential vulnerability, and there are plenty of smart
people with bad intentions trying to exploit them.

Simply put, everything from the heart of the data center
to any desktop, laptop, keyboard or mouse connected
to the network is a potential risk. 

Do I have your attention?

The evoluTion of neTwork

securiTy

Even some of today’s best Intrusion Detection Systems
aren’t enough to stop all of today’s advanced persistent
threats, which are designed to burrow into the network
from virtually anywhere and siphon data over time
undetected. It’s critical to identify and secure access
points to avoid, mitigate or manage data breaches.

That task includes often-overlooked computing
peripherals. These are devices that by their nature are
difficult to secure, because so many people have
access to them. Keyboards, video monitors, even the
mouse—anything that could be connected to a KM or
KVM switch—falls under this umbrella. These are the
devices the National Information Assurance Partnership
(NIAP) sought to secure with the release earlier this
year of the Protection Profile for Peripheral Sharing
Switch version 3.0 (PP 3.0).

The previous protection profile dealt with the pre-2000
security landscape, but cybersecurity must evolve as
threats become more advanced. PP 3.0 includes
security enhancements for modern peripheral switching
technologies and standards designed to (1) defend
against these evolving threats, and (2) provide
assurance that the switch will not propagate attacks if
they occur. These standards require the following:

u Higher isolation between computer ports from digital

and analog leakages.

u Optical data diodes to enforce unidirectional data

flows.

u Much stronger protection for USB ports.

u Complete isolation of power domains to prevent

signaling attacks.

u Analog audio diodes to prevent audio eavesdropping

(TEMPEST levels).

u Emulation of display EDID, keyboard and mouse to

avoid direct contact between computers and shared

peripherals.

by Michael Parvin
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u Much stronger anti-tampering and tamper resistance.

u Strong protection from social attacks and malicious

USB devices (such as BadUSB).

u Non-volatility requirements.

u Secure administrator access and log functions.

u Much deeper protection for video signals.

key poinTs in pp 3.0

Security must be included in the initial design:

In the previous protection profile, non-secure KVMs
could be reinforced to be deemed secure and pass the
independent evaluation that leads to NIAP certification.
In PP 3.0, security must be designed into the product.
This ensures a heightened focus on security.

More products are included:

PP 3.0 applies to a number of new products that can be
tested for use in secure environments. These products
include traditional KVM switches, KVM combiners,
video wall processors, matrix KVM, KM switches with

cursor navigation, isolators and filters, USB gateways,
and multi-domain smart card and biometric readers.

Stronger testing replaces Evaluation Assurance

Levels (EAL):

Instead of relying on EAL to indicate product security
strength, PP 3.0 requires detailed testing specifications.
This eliminates some of the gaps in classification. The
level of testing in PP 3.0 is higher than EAL 5 products,
and PP 3.0 requires 30 times as much testing as
previous versions. New testing in PP 3.0 covers areas
such as deep packet inspection and TEMPEST level
isolation in critical areas such as audio.

Future-proof technology is added:

The previous protection profile was optimized for VGA
video and PS/2 peripheral protocols, which are rarely in
use today. PP 3.0 includes support for the most modern
KVM technologies, including USB (USB 1.1, 2.0, 3.0 and
Type C), HDMI and DisplayPort video, and MHL to
support mobile devices and not only computers.
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PP 3.0 is internationally recognized:

The previous protection profile was not widely
adopted outside the United States, with many
countries developing their own requirements over
the years. This caused a lack of standardization in the
security of peripheral sharing switch products. PP 3.0
is a true international effort, having passed through
agencies and certification bodies from Australia,
Brazil, Canada, France, Germany, Greece, Israel,
Italy, Japan, UK, Poland, Spain, Turkey and NATO.

The boTTom line

This is a good thing, and a significant step toward
more secure networks. But don’t worry—no one
needs to go out and start ripping and replacing non-
PP 3.0 compliant devices. In fact, the first PP 3.0
compliant KVM systems are only just now becoming
available. However, the next time your organization
purchases a secure KVM, ensure that unit complies
with the new protection profile. Your business will be
more secure for it.

Michael Parvin is Product Manager for the Secure and Standard Desktop Products at Emerson Network Power. 
He can be reached at Michael.Parvin@Emerson.com

The Road To PP 3.0

The National Information Assurance Partnership (NIAP)

understands security threats as well as any such organization

can, but it understands its blind spots—namely seeing security

and security technologies from the perspective of the

companies who rely on those technologies. For that reason,

NIAP typically enlists industry experts from companies that

develop security technologies to help with updates to security

guidelines and requirements.

After receiving concerns from security consultants related to

peripheral device security, NIAP reached out to Emerson

Network Power for assistance with PP 3.0. Emerson’s Michael

Parvin became the technical editor and led the development of

the document that spells out the new protection profile. Parvin

and the PSS Technical Community started their work in January

2014 and met—either in person or via phone—every other week

until the final document was released in January of this year.
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Edward Snowden. In 2013, his name
became linked forever with a significant
and highly publicized data breach that
rocked the world of data security. As an
authorized insider for the National Security
Agency, Snowden was responsible for one
of the most significant security leaks in U.S.
history. His actions sounded the alarm on
the rising incidence of data theft
worldwide, and the need for enhanced
security measures.

During the past several years, most
companies and data centers have focused
primarily on enhancing cyber security to
minimize threats from the outside. Yet a
growing body of evidence reveals that
internal threats to data breaches are
equally as menacing. In fact, as stated in its
2013-2014 report, Understand the State of
Data Security and Privacy, Forrester
Research (a global information technology
market research firm), found that insiders
were responsible for 36 percent of the
breaches during a 12-month period.

At data centers, insiders include anyone
who has access to the facility—employees,
clients, visitors, or contractors. The threat
they pose, whether malicious or accidental,
has been overlooked by many companies
and data centers. Although data centers
provide physical access control systems
and surveillance at the perimeter, facility, or
room levels, few offer adequate physical
access control and monitoring where the
data actually resides—at the rack level.

Vulnerability at the rack level leaves data
centers and their tenants (or clients) open
to a variety of potentially catastrophic
consequences: loss or theft of sensitive
data and/or company trade secrets;
significant fines and penalties levied by
regulatory agencies; loss of customer
(current and potential) trust and business,
and a tarnished reputation. According to
the Ponemon Institute’s 2015 Cost of Data
Breach Study, the average cost of an
organizational data breach in the U.S. in
2014 was $6.5 million. That’s a high price to
pay for an incident that could be prevented
with advanced physical server protection.

by andre Motta

SECURING
DATA

CENTERS
AGAINST

INTERNAL
THREATS

Why traditional security methods aren’t working
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Most data centers use a combination
of surveillance, personnel (security
guards), and identification and
access control technologies to
control physical access to perimeters
and facilities.

When it comes to internal security,
such as that within the server room,
one of the more traditional
components of a security system is
the cage that contains server racks.
Intended to deter theft, cages can be
visually intimidating. In the evolving
world of data security, however, this
old-school look is no longer an
advantage. Customers today include
multi-billion dollar companies, where
appearance can make or break a
deal. They expect data centers to
combine sophisticated aesthetics
with modern technology.

In terms of securing the cabinets
within a room, one available option is

end-of-row placement, where one
reader or access control device is
located at the end of a row of
cabinets. In order to gain access to
any cabinet in the row for which the
user is authorized, s/he must use the
reader at the end of row. For each
cabinet, the user must walk back to
the end of the row and present
required credentials again in order to
unlock the specified cabinet. End-of-
row access control is not as
convenient as systems that house
control devices at each cabinet.

Another disadvantage of end-of-row
systems is their inability to provide
auditing at the rack level.
Furthermore, installation is difficult
and labor intensive. Therefore,
moving end-of-row systems to
change the layout of a room or floor
can cause major headaches. The
associated rewiring process is
especially cumbersome.

Whether a data center hosts a single
company, or operates as a colocation
center, it is common for personnel
from one or more organizations to be
in the server room at the same time,
accessing or servicing their own
equipment. Both cages and server
cabinets are frequently left unlocked
and open while various people are
working in the server room.

With such relaxed security practices
in place, who is to say that everyone
in the server room is actually
authorized to be there? Essentially,
servers are vulnerable to anyone
walking through the room. Keys can
be stolen or replicated. Lock
combinations can be compromised.
The potential for data theft,
sabotage, or accidental damage to
hardware is monumental.

WHERE CURRENT SECURITY MEASURES FALL SHORT

With the mounting threat of data
theft, data centers are challenged to
provide physical security systems that
comply with both their clients’ and
the regulatory authorities’
requirements. They have an
obligation to safeguard every bit of
sensitive and confidential data they
store for medical, educational, and
financial industries, to name a few.
Privacy rules and regulations include
PCI DSS, FISMA, SOX, and HIPAA,
among others.

Take for example, The Federal Public
Key Infrastructure (PKI) Policy
Authority’s recent policy update. The
agency now requires that certified
data centers provide a multi-party
control environment. Essentially, the
data center’s physical security system
must operate so that a second

authorized credential must be
presented at the reader to authorize
the action of the first card.

In fact, PKI cyber security experts
often advise customers on the
importance of ensuring multi-party
control to PKI servers and
cryptographic keys. “One of the areas
that often takes a lot of customization
to implement is managing access to
data center racks,” says Mark B.
Cooper, President & Founder of PKI
Solutions. “Data center security
should include a physical security
system at the rack level that makes it
easy to define rules which require
two or more authorized people to
allow access to the rack contents.”

Other looming industry and
governmental regulations will require

data centers to show they can protect
and monitor access to confidential
data, as well as demonstrate they will
be alerted in real time when a breach
occurs. Because risk at the cabinet
level is under increasing scrutiny by
regulatory bodies, data centers also
will be required to provide a data
trail that shows who was accessing
servers, when, where, and for how
long.

If data centers don’t comply with data
protection laws, they face stiff fines
and penalties. While noncompliance,
alone, is costly, consider the cost of a
data breach. Data centers (and their
clients) may face legal fees and a
tarnished reputation, as well as loss
of customer confidence, and loss of
current and potential business.

DATA CENTERS SCURRY TO MEET PRIVACY AND COMPLIANCE DEMANDS
AT THE RACK LEVEL
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1 2 3
Live and recorded video of transactions
Although the server room may be fitted
with video surveillance, surveillance at
the rack level is often minimal or
nonexistent in most data centers.

Consider these features:

• Integrate with leading manufacturers of

video management systems for facility

and rack-level video cameras.

• Instantly view live video, and record and

store video logs of cabinet access and

server rack activities.

• Open live video feeds from different

areas of the security system software

including dynamic maps and alarm

acknowledgement windows.

• Link recorded video to specific access

transactions and include these links in

audit reports.

Multi-party control
(aka two-man rule)
Leading consultants
recommend multi-
party control to
prevent an
individual from
having access to the
server rack without
having someone
else also present a
valid card.

Consider this feature:

• Multi-party control

built into the

software for ease of

implementing

within the data

center’s security

system.

KEY COMPONENTS TO A
COMPREHENSIVE SOLUTION 
AT THE RACK LEVEL
There’s more to physical access control at the cabinet
level than a card reader or input device. In fact, most
solutions are missing one or more of the following
additional critical components. Before selecting a
physical security system for server racks, be sure to
ask your security solutions provider if their system
offers these features:

Easy monitoring of the security system status
Many data centers employ security guards to escort
visitors to the server room or physically check that
the server racks are properly secured after work at
the rack is completed. New physical data security
systems enhance worker productivity by eliminating
these manual processes.

Consider these features:

• A graphic display in real time to instantly visualize the

security status of server racks across multiple

locations.

• Instant verification of the security status for both front

and back doors of each cabinet and rack access panel.

• When an alarm is activated at the rack level, the ability

to quickly drill down to pinpoint and display the rack’s

exact location.

• Icons that show whether a door has been forced or a

key has been used, and display the status of three

access points: doors, locks, and swing handles.

• Immediately send an email alert, sound an alarm,

display a light, or call-up video if the server cabinets

are unsecured.

• Remotely and immediately lock, unlock, or lock out a

rack through the software.
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Sources:    Shey, Heidi. Understand the State of Data Security and Privacy: 2013 to 2014. Forrester. October 1, 2013.
2015 Cost of Data Breach Study: Global Analysis. Ponemon Institute. May 2015.
Cooper, Mark B. President and Founder of PKI Solutions.

Andre Motta is General Manager at IDenticard® Access Control. He can be reached at access_control@identicard.com

INTERNAL DATA BREACH: IT CAN HAPPEN TO ANY COMPANY
Organizations of all sizes and types
are vulnerable to data breaches—
whether accidental or malicious,
internal or external.

The traditional means of restricting
and managing physical access at
data centers focus primarily on the
center’s perimeter and facility, while
internal security at the server rack
level–the source of valuable data–is

minimal or nonexistent. Data centers
must be able to track and record
access to the rack, including the
user’s credentials, date, time, and
duration of access. Doing so
positions a data center as a modern,
progressive, facility in a highly
competitive marketplace.

Failing to provide superior access
control at the rack level leaves data

centers and their clients vulnerable
to data breaches that can result in
devastating and costly
consequences: loss or theft of
sensitive data and/or company trade
secrets; significant fines and
penalties levied by regulatory
agencies; legal fees, loss of customer
(current and potential) trust and
business, and a tarnished reputation.

654
Reporting and auditing capabilities
Some regulatory bodies require
auditing capabilities. Data centers
that have the capability to
generate these audit reports that
include the length of time a
particular user has had access to
the server rack, may increase
revenues by charging tenants an
additional fee for the report.

Consider these features:

• Knowing who accesses server

racks, where, when, and for how

long is essential to an effective

physical security solution.

• Customized reports that may be

exported as Excel, Word, RTF, or

PDF files are important for the

tenants and provide an additional

revenue stream for the data

center.

• A Scheduler Wizard makes it easy

to automatically schedule, save,

and email reports to authorized

recipients at pre-determined

times.

Easy installation at the point of entry
Be sure that you understand how a
system will be installed and the
associated installation costs. Some
systems that are promoted as simple,
low-cost solutions often require an
end-of-row installation which is more
labor intensive and takes up
premium wall space with mounting of
hardware enclosures and conduit on
the wall. Moving end-of-row systems
to change the layout of a room or
floor can cause major headaches and
the associated rewiring process is
especially cumbersome.

Consider these features:

• Hardware that is installed directly on

the server cabinet door and doesn’t

take up valuable wall space.

• All electronics at the door are

powered over Ethernet meaning

fewer wires during installation.

• Factory-wired hardware eliminates

mistakes during installation and

greatly reduces labor costs.

Eliminating the need for cages
New physical security solutions can
make server rack cages virtually
obsolete. There are a number of
benefits to their elimination,
including the following:

• Cost savings for the tenant. By

removing cages, tenants can use

racks that are 48 inches deep (instead

of 40 inches), which can be

configured in fewer rows to save

space. Tenants also may eliminate the

expenses associated with cage use,

including reconfiguring them and

running cables.

• Increased income potential for the

data center, which may have more

space to lease to additional tenants.

• Savings on the cost of power. By

eliminating the need for cages, data

centers can position rows for optimal

airflow to cool racks and reduce

energy costs. Improved cooling can

also extend the life of the tenants’

equipment and improve performance

by reducing hardware failures.
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for decades, data centers and other
mission critical applications required
several minutes of ride-through time
for their ups systems. the longer
runtimes assured that a facility
could remain operational if a
backup generator failed to function
properly or utility power was
disrupted for an extended period of
time. 

the industry has seen a dramatic
evolution in ups runtime
specifications–from 15 minutes a
decade ago to one minute or less
today–due to advances in
technology. Customers are no

longer willing to pay for it as many
simply don’t require extra ups
autonomy. in this day and age of
doing more with less, facility owners
and operators are only purchasing
and installing the amount of runtime

by Todd Kiehn

but in reCent years, this has ChanGed.
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needed. Generators can now start
and fully support a load much faster
than in decades past, and the
advent of cloud computing and
virtualization have also contributed
to this growing trend.

longer ups runtimes are a
byproduct of an era when backup
generators were slow to start or
unreliable, or when generators were
not present and the ups had to
carry the load as long as possible
until utility power returned. by
contrast, most modern on-site
generators can be online within 10
seconds, making multiple minutes
of ups stored energy redundant. 

additionally, some critical facilities
have failover safeguards in place
where operations are switched over
to a backup data center or cloud
environment. these transitions also
happen fairly quickly, usually taking
less than 60 seconds. 

so if multi-minute ups runtimes are
no longer necessary, why pay for
more when less will do? that’s a
question that many customers
across all industries are asking
themselves, resulting in a growing
acceptance of shorter ride-through
times. in this post-recession era,
facility operators are constantly
looking for ways to save money and
floor space, with many finding that
smaller, more affordable ups
systems can help them achieve both
goals.

extended ride-through times are
generally achieved through
attaching large quantities of valve
regulated lead acid (vrla) batteries
to the ups. these extra batteries
increase costs in multiple ways: at

first purchase, increased
maintenance and monitoring costs,
and in periodic (4 to 6 year) battery
replacements. vrla batteries must
also be kept at specific
temperatures, meaning cooling
equipment and costs must be built
into the budget.

since extra runtime is no longer
valuable, this equipment represents
an unnecessary and unjustifiable
expense for owners and operators
of mission critical facilities. the less
runtime required, the fewer
batteries are needed, adding up to
significant savings over time. for
operators willing to consider
emerging technologies such as
flywheel-based ups systems, the
savings can be even larger, as these
units require less maintenance and
replacement than their battery-
based counterparts and can
withstand much higher ambient
temperatures. in data centers and
other mission critical facilities,
square footage comes at a
premium, and smaller ups systems
free up floor space for other
applications and hardware.

while many within the industry have
recognized the benefits of shorter
ups ride-through times, others are
still apprehensive towards change.
this presents an opportunity for
manufacturers to continue
educating customers about the
evolution of critical power
protection equipment and to
explain why runtimes have
diminished in recent years. this also
presents an opportunity for
operators to rethink conventional
electrical infrastructure prior to the
start of a new design build. for
those with equipment already in

place, question whether what’s
deployed is really worth the cost
and space. when all designers,
engineers and operators trust that
they can reduce costs without
jeopardizing the overall system’s
reliability and availability, only then
will multi-minute ups runtimes truly
become a thing of the past.

Todd Kiehn is Vice President, Product Management and Modular Infrastructure Solutions at Active Power, Inc. 
He can he reached at tkiehn@activepower.com
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If the power went off at a data center in the
final moments of the Super Bowl, fans in the
stands might not notice. But all of the twitter
users and live bloggers feeding their
thoughts into cyberspace through that data
center certainly would. and the maintenance
manager for the facility could easily become
the goat of the game.

to avoid such disastrous scenarios,
maintenance professionals at data centers
schedule crucial preventive Maintenance
(pM) tasks so they do not run the risk of
disrupting business activity for their
clients–whether those clients are social
media companies experiencing peak volumes
during a sporting event or stock brokerages
buying and selling on a busy trading day.

the best tool for managing those pMs is a
modern Computerized Maintenance
Management System (CMMS). essentially a
software solution for managing and tracking
maintenance activities, CMMS automates a
variety of functions that keep data centers
running smoothly.

at ragingWire, a world-class data colocation
service based in California, a CMMS eases
the burden of maintaining dozens of
generators and UpS units as well as several
hundred cooling units at the company’s
various data center facilities.

“When I started 13 years ago, we relied on
spreadsheets and tribal knowledge for
knowing when we last fixed a piece of
equipment and when we needed to fix it
again,” said Chris thames, Sr., Director of
Critical Facilities operations at ragingWire.
“We needed to automate that process with a
CMMS.”

Understanding the various capabilities of a
CMMS enhances the ability of data center
managers to reap the benefits of using this
key tool in their day-to-day operations, in
place of spreadsheets or paper binders. Here
is a closer look at those capabilities: TH
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PREVENTIVE
MAINTENANCE
pM management lies at the core of
the CMMs and undergirds a variety
of its functions.

on the basic level, pMs are
assigned to each piece of
equipment or building system in a
data center and the pM calendar
generates work orders (wo) to
alert technicians to specific
maintenance tasks. pM calendars
can be viewed on a daily, weekly,
monthly, quarterly, or annual basis –
or in any other time configuration
needed. in addition, readings from
meters and monitors on equipment
or infrastructure systems can directly
interface with the CMMs to
generate automatic pM
notifications. 

at ragingwire, pMs could contain
more than 100 line items for
servicing a data center generator,
including checking the engine,
intake exhaust, fuel system,
generator controls, and fuel tanks.
and each line item might require
technicians to complete 15 to 20
specific inspections or repair steps
that are then checked off and
documented in the CMMs. 

“our CMMs helps us not only track
all assets, but we can also forward-
think when the next pM is due,”
thames said. “and if we miss the
pM, the CMMs will calculate that
we were late and reschedule it for
us.” 

pMs also contribute to worker safety
when they are set up to remind
technicians to refresh skills or
complete professional certification
requirements. and pMs are useful
for tracking updates from
manufacturers as well.

but beyond these specific
capabilities, the CMMs serves as a
catalyst to shift attitudes from a
reactive, “fix-it-when-it-breaks”
mentality to a pro-active, preventive
maintenance mindset. the true
beauty of the CMMs lies in its
ability to keep an eye on machine
components before they break
down – and to generate pMs to
prevent them from doing so. in data
centers, where uninterrupted
service is critical, a CMMs offers a
clear benefit in terms of reducing or
eliminating downtime for crucial
infrastructure systems.

the preventive maintenance
approach is also well suited to the
unique demands placed on data
centers. because pM tasks are set
up in advance, they offer managers
more flexibility with work
assignments, and as noted, pMs can
be scheduled to avoid colliding with
a customer’s peak activity times. 

ASSET PLANNING
AND MANAGEMENT
in terms of managing assets, a
CMMs gives managers access to
crucial information, such as
unplanned repairs vs. pMs for
specific assets.

during the course of completing
pMs as part of the workday,
technicians use the CMMs to
document the status of repairs,
creating an archive of information
on assets. that archive becomes an
invaluable tool for asset analysis. 

data center services provider
viawest relies on CMMs – and
scheduled pMs – to handle
maintenance for backup generators,
ups, cooling infrastructure
equipment, fire equipment and
more. each piece of equipment is
assigned a pM, based on timed
frequencies, such as quarterly,
annually, or biannually. 
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viawest also looks at the overall
operational state of a unit, and uses
a CMMs to do a detailed analysis of
all unplanned repairs. was the event
discovered when a technician was
executing a pM or monitoring
equipment during rounds; or did a
customer notify the team?  beyond
that discovery, what was the type of
repair and how well did the
technician perform? viawest takes
those data points and looks for
inconsistencies that can lead to
predictive action. the age of the
equipment, frequency of events
over the year, and the severity of
each event contribute to the
decisions around replacing
equipment or based on the
technician scorecard, renegotiating
service contracts.  

AUDIT/COMPLIANCE
MANAGEMENT
regulatory demands, client
certification needs, and evolving
legislation all challenge the ability
of data center mangers to address
compliance issues and respond to
audits. with a CMMs in place,
documentation and reports on
maintenance activity can be pulled
at a moment’s notice, making
managers audit-ready at any time. 

at an in-house data center for one
financial services company, for
example, the CMMs made it
possible for managers to quickly
respond to auditor’s questions
about maintenance compliance with
sarbanes-oxley act (soX)
regulations. as part of the process,
auditors wanted to know exactly

what type of pMs have been
performed on backup generators
used for maintaining the ups at the
data center. the chief facilities
engineer tapped the CMMs to
produce reports showing all the
pMs completed during specific time
periods, as well as upcoming pMs
planned for the future. 

the need for optimal infrastructure
maintenance will continue to rise as
data centers age and face new
technological challenges. and a
modern CMMs – with its preventive
and predictive maintenance, asset
capital planning, and audit-
managing capabilities – will also
continue to become intertwined
with all the other mission-critical
systems that keep data centers
running in peak condition.

Paul Lachance is President and Chief Technology Officer for Smartware Group, Inc. He can be reached at paul.lachance@bigfootcmms.com
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within the data center, two types of
temperature differentials are
frequently considered as a single
metric:

• the increase in air temperature as
it passes through it equipment,
picking up and removing the heat
produced within that equipment.

• the temperature differential
across the cooling equipment
cooling coils, or the difference
between supply and return air
temperatures.

frequently, these two Δt’s are
discussed as the Δt, but there are
good reasons to consider them
separately and monitor how they
differ. however, there are two
additional Δt’s beyond these that
are not commonly thought of: the
temperature differential from it
equipment exhaust to cooling unit
return and from cooling unit supply
to it equipment intake. they will
often account for unexpected
differences between the it
equipment Δt and cooling
equipment Δt. 

in an ideal data center, the Δt
across the it equipment would be
the same as the Δt across the
cooling coils (or cooling source)

and there would be zero Δt
between the it exhaust and the
cooling return intake and/or
between the cooling supply and it
equipment intake. understanding
the sources of these differences can
help mitigate cooling and
inefficiency problems and help
return a data center to optimum
efficiency.

Commonly Known
ΔT:  Through iT
equipment
(#1 in Figure 1)

keeping abreast of Δt’s is one of
the most important jobs in a
mission critical environment.
usually, Δt is discussed within data
centers as a single metric which is
based on the temperature drop
across cooling equipment or rise in
temperature across it equipment.
while there can be many reasons as
to why these two values may be
different, they generally fall into
two categories: either the return air
to the cooling units is being cooled
by bypass airflow or the supply air
is being warmed due to hot air re-

by lars strong 

ian seaton

how measuRing less-Commonly Known DelTa T’s 
Can helP imPRove youR Cooling effiCienCy.

Figure 1: Map of the four ΔT’s
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circulation. regardless of the airflow
management effectiveness in the
data center, the it equipment airflow
temperature rise will be the
constant1. 

table 1 charts the fixed relationship
between airflow, temperature
differential and heat within the data
center. the following equation is
used to establish these values:

Δt = 3.1W ÷ cfM

in this forMula:

• 3.1 is a constant coefficient at sea level

• W = watts

• CFM = cubic feet per minute airflow

the coefficient changes for
calculations at higher altitudes and in
Celsius, for airflow measurements in
liters per second or cubic meters per
hour, and for heat measured in kw or
btu. regardless of the unit of
measure being considered, there is a
fixed relationship between these
three factors. in practicable
applications, the Δt across it
equipment typically ranges from
around 20˚f up to around 35˚f,
depending on the type of
equipment. for example, blade
servers typically produce a higher Δt
than traditional rack mount servers. 

Commonly Known
ΔT:  Through
Cooling units
(#3 in Figure 1)

the other established data center Δt
occurs across cooling units. ideally,
this delta should be the same as the
delta across the it equipment,
indicating that the cooling resource
is in sync with the heat load it serves.
unfortunately, due to several factors
this is rarely the case. in legacy
direct expansion (dX) CraC units,
there is typically little allowance for
variation from baseline Δt. for

example, increases in return air
temperature often result in an
associated increase in supply air
temperature, so a 5˚f increase in
return air temperature might result in
a 3˚f or 4˚f increase in the supply
temperature. this results in the
overall Δt increasing slightly, but
nowhere near the proportion
possible with water-cooled coils.
Modern water-cooled Crah units
can remove heat equivalent from a
45˚f to 65˚f temperature drop across
the cooling coils. Given the
mathematical relationship between
heat, airflow and Δt previously
discussed (CfM = 3.1w/Δt), the
higher Δt across those coils equates
to removal of more heat, which
results in the Crah unit operating
much more efficiently. under most
circumstances increased efficiency is
welcome. however, if the Δt across
the it load is still only 20˚f, then
excess heat is not effectively being
removed. instead, the inefficiency of
the overall airflow management
scheme is being accommodated,
which is only a short-term solution. 

the Δt across the cooling source is
also affected by set points. for
example, if there is a great deal of
bypass airflow in the data center, it is
possible that the return air can
actually be below the set point and
therefore returned to the data center
without any additional heat being
removed (Δt = zero). further, with a
standard return set point established
(similar to a home or office
thermostat setting), the Crahs will
be working to bring the data center
temperature down to that set point,
resulting in Δt’s which could range
from 0˚f to over 20˚f. finally, if the
Crahs are operating with a fixed
supply temperature, the Δt could
range from 20˚f to 35˚f based on the
types of servers deployed in that
space or the cooling coils could see
less than 10˚f if there is wasted
surplus cooling in the space (up to
over 40˚f if there is a cumulative hot
air re-circulation effect). 

The less Commonly
Known DelTa T’s
beyond these well-established Δt’s,
there remains two hidden areas of
Δt that can help data center
owner/operators understand the
differences between it and cooling
coil Δt’s and suggest possible
remediating strategies. these are:
from cooling unit to front of it
equipment (#4 in figure 1) and from
exhaust back to cooling unit (#2 in
figure 1).

often ignored ΔT:
from Cooling unit
to front of iT
equipment
(#4 in Figure 1)

the Δt between the cooling unit
supply output and the server inlet is

Table 1: Relationship between airflow and ΔT
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not often monitored, yet is extremely
important. for example, if 55˚f is
being supplied (fairly typical), the
data center is more than 5˚f below
the recommended minimum
temperature for data processing
equipment, per ashrae
environmental guidelines. however,
this low temperature is often not a
problem for it equipment because
by the time the airflow reaches the it
equipment, it is typically a much
higher temperature.

how does this Δt occur? often,
supply air can become heated

before it enters the computer room
from under the floor. for example,
perforated floor tiles located too
close to Crahs can actually draw
warm air into the space beneath the
floor due to the low pressure being
created by high velocity supply air
(the venturi effect). additionally,
underfloor obstructions can also
create vortices which result in low
pressure pockets that pull air from
outside of the room into the
underfloor space. this unwelcome
air mixes with the supply air and is
another factor in increasing the

temperature before it even
evacuates through perforated tiles
into the data center.  

even once the supply air enters the
computer room, it is subject to
conditions which can further increase
the temperature. openings in server
racks – either open rack mount
spaces or unsealed areas around the
perimeter of the equipment
mounting area – can allow the server
waste air to leak back into the cold
aisle and raise the temperature of
the supply air. the problems caused
by inadequate airflow due to
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underfloor issues result in increases
in hot air re-circulation over the tops
of cabinets or around the ends of
cabinet rows. a common response to
address high it equipment intake
temperatures is to increase cooling
airflow volume or reduce
temperature setpoints. 

often ignored ΔT:
exhaust back to
Cooling unit
(#2 in Figure 1)

in contemporary data centers, the Δt
from servers back to the cooling
source is usually negative; the
temperature of the return air tends
to decrease after it is exhausted from
the it equipment as it makes its way
back to be re-cooled. this makes
sense, as the excess cooling air is
bypassing the data center heat load
and returning to the cooling units,
reducing the temperature of the
return air along the way. there are
several causes of such bypass
airflow: 

• improperly located perforated floor
tiles that can cause cool air to
bypass the heat load. 

• large underfloor pressure
differentials which may result in
high pressure zones that pump
significant quantities of air into a
cold aisle in excess of the demand
indicated by the intake fans of the
associated it equipment. 

• unsealed cable access holes in tiles
located toward the rear of server
racks that will result in cold air
joining the exhaust air inside the
back of the server rack. this source
of bypass airflow can be especially
troublesome when managing
cooling efficiency issues via Δt’s, as
it can mask the true it equipment
Δt. before monitoring or taking
corrective action in response to this
Δt, plug any holes in the unsealed
floor cut-outs in the rear of server
racks to help eliminate false
measurements. 

RemeDial
ConsiDeRaTions
when server inlet temperature is
more than 5˚f above the supply
temperature being produced by
cooling units, there is hot air re-
circulation occurring from open
pathways between a hot and cold
aisle, inside or around the server
racks, or an inadequate flow zone
that may require Cfd analysis to
determine the source of pressure
variations under the floor. if the
return air intake of the cooling units
are more than 5˚f lower than the
exhaust temperature from the it
equipment, there is a bypass airflow
problem. areas to check include
improperly placed floor tiles,
unsealed floor openings, or simply
excess airflow being delivered into
the room.

these 5˚f guidelines for calibrating

Δt’s are only suggestions to help
increase the efficiency of the data
center. the overall goal (particularly
if free cooling is available) is to get
the differentials between the server
exhaust and the cooling unit return
intake and between the cooling unit
supply and the server intake as close
to zero as possible. that alignment
will result in a better harmonization
between expenses made for cooling
and the true cooling work required.
it will also increase opportunities for
more free cooling hours if free
cooling is part of the data center’s
design. 

in most circumstances, optimum
efficiency in the data center will be
achieved when:

• there is minimal difference
between the supply air
temperature and the server inlet
temperature (#4 in figure 1).

• there is minimal difference
between the it equipment Δt and
the cooling coil Δt (#1 and #3 in
figure 1).

• the supply temperature can be
elevated to a temperature
approximating the maximum
specified upper threshold for the
space (once the above two
conditions are met). 

Monitoring all four Δt’s can provide
valuable information for calibrating
the data center to meet its ideal
performance level, regain stranded
capacity and reduce operating cost.

Lars Strong is Senior Engineer of Upsite Technologies. He can he reached at lds@upsite.com
Ian Seaton is Technical Advisor to Upsite Technologies. He can he reached at iseaton@upsite.com

¹ There will be some conditions in which the ΔT will not remain constant, especially with the proliferation of variable speed fans in IT equipment.

When inlet temperatures are allowed to exceed the maximum recommended threshold and move toward the upper allowable levels, many servers

will increase fan speeds to protect equipment, thereby reducing the ΔT through the IT equipment. Additionally, with the increased adoption of

cloud-based data centers, large caches of work can be transferred between data centers with the resultant increased work load producing higher

chip temperatures and, therefore, higher ΔT’s. Nevertheless, in normal conditions, the equipment ΔT remains a constant.

²http://www.upsite.com/blog/equipment-delta-t-flow-rate-impact-data-center

7x24 Mgz15F_11fx_7x24 Exchange  10/6/15  3:55 PM  Page 71

http://www.7x24exchange.org/
mailto:lds@upsite.com
mailto:iseaton@upsite.com
http://www.upsite.com/blog/equipment-delta-t-flow-rate-impact-data-center


7x24 Mgz15F_11fx_7x24 Exchange  10/6/15  3:55 PM  Page 72



7x24 Mgz15F_11fx_7x24 Exchange  10/6/15  3:55 PM  Page 73



As the discretionary operation of
diesel generators becomes
increasingly restricted and the
recently announced Clean Power
Plan enters the implementation
phase, a pivot toward
cogenerated cooling from
resilient dual-fuel gas turbines
will become essential to the
boomer data center industry.
And radial gas turbines rated at
1.8MW are ideally designed for
data center applications.
Coupled with an absorption
chiller, a single turbine generator
displaces 2300kW of electric
power from the grid.  But more
importantly, a dual-fuel turbine is
capable of smoothly switching
from 100% natural gas to 100%
diesel at full load without power
interruption in the event that the
utility gas supply is disrupted.
Such turbines can single-
handedly provide superior
reliability of prime electric power
and equipment cooling during
normal operation and in times of
emergency, reducing or
eliminating requirements for

backup diesel generators, UPS,
and associated maintenance.

Data centers are large power
consumers and heat producers,
requiring backup generators and
redundant cooling to qualify for
high reliability ratings.  Diesel
generators sufficient to power
the electronics and electric
cooling (normally powered from
the grid) have been the standard
for data center standby power
due to their ability to startup
rapidly in the event of a power
outage.  Uninterruptible Power
Supplies (UPS) bridge the gap to
maintain power during the ten
seconds it takes for the diesels
come on line.  Despite tightening
restrictions on exercising diesel
engines for maintenance and
reliability checks, gas
reciprocating engines have not
displaced diesels.  Gas engines
are slower to start and bring up
to full load, so they must be
accompanied by higher-capacity
UPS.  Further, the probability of
gas supply disruption during a
major disaster results in

unacceptable system reliability
for the gas option. While some
gas generators can be operated
on diesel as well, they typically
required a minimum diesel flow
at all times, making extended
operation unacceptable unless
expensive emissions controls are
employed.

Enter the dual-fuel gas turbine,
capable of smoothly switching
from 100% natural gas to 100%
diesel at full load without power
interruption in the event that the
utility gas supply is disrupted.
The generator is operated 24/7
on 100% natural gas in parallel
with the grid, transitioning
seamlessly to island mode when
grid power is interrupted.  In
order to maximize value during
normal operation, an absorption
chiller powered by turbine
exhaust provides continuous
equipment cooling to the facility.
Excess chiller capacity is
employed in a turbine inlet
cooling (TIC) system to boost
generator output.

by brent voelker

Fueling the inFormation economy:

ResilienT PoweR anD 

CogeneRaTeD Cooling

74
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Brent Voelker is the Director of Sales for Kinsley Energy Systems. 
He can be reached at bvoelker@kinsleyenergy.com.  

Coupled with an absorption
chiller, a single turbine generator
designed for distributed
cogeneration displaces 2300kW
of electric power from the grid: it
produces 1820kWe to power
electronic equipment plus 600
Tons of Refrigeration (RT), which
would normally draw 480kW
when electric chillers are
employed.  Further, substantial
additional energy is available in
the turbine exhaust to power
redundant chillers should the
data center require it: total
exhaust energy from one 1.8MW
turbine is sufficient to produce
1560 RT. Data centers typically
employ backup generators in 2-
2.5MW increments, so the gas
turbine with cogenerated cooling
will perfectly support a typical
facility strategy of modular
incremental expansion.  But
unlike backup diesel generators,
the gas-fired turbine will provide
its own additional return on
investment by reducing the cost

of energy for the facility during
normal operation.

Fuel control should be tuned for
a six-second transition time for
switchover from 100% gas to
100% diesel or from diesel back
to gas.  A small receiver in the
gas line or a run of large-
diameter pipe ensures adequate
gas pressure through the
switching transient after the gas
supply is lost.  The turbine will
require 14,000 gallons of U.S.
conventional diesel to operate
continuously for 72 hours in the
event of a crisis.  During normal
operation, an automated
maintenance action will switch
from gas to diesel and perform
diagnostic checks to periodically
demonstrate reliability of
operation on the backup fuel.
Total time operating on diesel for
these routine checks will be less
than 15 hours over the course of
each year.

The small gas turbine generator
represents a sea change for
power in the data center
industry.  While some large data
centers are accompanied by
enormous investments in
redundant high voltage power
lines or independent gas lines,
these strategies remain
vulnerable to system-wide
disruptions.  At a fraction of the
cost, the small gas turbine can
automatically and literally
transform the data center into an
island unto itself, fully insulated
from electric grid and gas supply
outages.  And in addition to the
avoided cost of UPS and backup
diesel generators, a gas turbine
with cogenerated cooling will
provide exceptional value during
normal operation by reducing
energy costs while continuously
demonstrating the availability of
reliable power to carry the center
through times of emergency.
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sessions inCluDe:

• oracle’s Journey to Data
Center excellence

• the right Data Center for
the Job

• panel: Commitment to
Sustainability and efficiency

• Blending the Modular and
traditional Data Center 

• Uncovering the Benefits of
Modular Chiller plants

• aSHrae: Valuable new
Information Impacting
Decisions

• project eCHo (CpS) Data
Center/Control room –
Challenges & Solutions

• the Impact of It on
Healthcare

the fall Conference themed “end-to-end reliability – commitment to

excellence” will be held november 15-18 at the Jw Marriott san antonio hill

Country in san antonio, tX.  the Conference will feature compelling

keynotes, high profile speakers, concurrent sessions, an end user only forum,

a women’s forum, a guest/spouse shopping shuttle, the Marquis plus+ partner

showcase, another spectacular sponsored event and more…

theresa payton, former white house Cio, Cybersecurity

authority, expert on identity theft and the internet of things

will kick off the conference with a keynote address entitled

“Big Data and the internet of things – Boon or Bust for

your cybersecurity efforts?”. Marketing databases,

customer analytics and behavioral patterns are easier to

manage with big data – but will these data elements be safe from hackers?

and what is the impact of the internet of things? payton will explain how to

harness the power of big data and build your big data to achieve business

goals while adding in safeguards to fight cybercriminals. she’ll also explain

how the internet of things may be the ultimate driver of global change.

our second day will open with a keynote entitled “Moving

cyber security to the strategy table” by fran dramis,

Ceo of f. dramis llC and former Cio of bellsouth and

salomon brothers.

the closing keynote is entitled “yahoo! evaporation Pond

Design for Data center effectiveness” and will be

delivered by soechgen Mulia, Construction Manager at

yahoo!.

C o n f e r e n C e  h i G h l i G h t s

2015 Fall ConFerenCe
End-To-End REliabiliTy: Mission CRiTiCal FaCiliTiEs

Commitment to exCellenCe
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7x24 exchange is proud to present the 3rd annual Marquis plus+ partner Showcase. this

premier, one of a kind exposition will allow attendees to network while enjoying cocktails, a

variety of food stations, entertainment and more…with the opportunity to view the latest and

greatest equipment, products and services available to assist you in your day to day data center

operational needs. Special thanks to our Marquis plus+ partners as this event would not be

possible without their support!
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Join 7x24 exchange

and its sponsors for

a night at tejas

rodeo where

guests will

experience great

food along with

authentic texas

style entertainment

topped off with a

professional rodeo.

november 17

6:30 p.m. – 10:00 p.m.

SponSored event

Special thanks to the partners 
that made this event possible:
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(at press time)

2015 Fall ConFerenCe Corporate leaDerSHIp prograM partnerS

m a r q u i S
p lu S+ 

pa rt n e r S

G o l d 
pa rt n e r S

m e d i a 
pa rt n e r S

b r o n z e
pa rt n e r S

PRINCE WILLIAM
C O U N T Y, V I R G I N I A

S i lv e r 
pa rt n e r S

2015 Fall ConFerenCe
End-To-End REliabiliTy: Mission CRiTiCal FaCiliTiEs

Commitment to exCellenCe
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BECOME INVOLVED IN YOUR LOCAL 7X24 CHAPTER

BC
AB

SK

ND

ON

MT

WY
SD

NE

CO

NM

KS

LA

OK

WI

IA

IL

TN

MS

TX

AR

MO

MN

ME

ID

WA

OR

CA

NV

AZ

UT

MI

NC
KY

IN
OH

SC
GA

FL

AL

WV

MA
RI
CT
NJ
DE
MD
DC

NH
VT

NY

PA

VA

VISIT WWW.7x24EXCHANGE.ORG TODAY 
TO PARTICIPATE IN YOUR LOCAL CHAPTER

INTERNATIONAL CHAPTERS Arizona

Atlanta

Bluegrass

Canada

The Carolinas

Central Virginia

Delaware Valley

Empire State (Albany)

Europe

Greater Florida/Alabama

Greater Washington DC Area

Lake Michigan Region

Lone Star (Dallas)

Metro New York

Midwest

New England Area

Northern California

Northwest (Seattle, WA)

Oregon & SW Washington

Rocky Mountain

Southeast Michigan

Southern California

Texas South
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http://www.7x24exchange.org/


2015 Spring ConFerenCe HigHligHtS
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2016 spRing ConFEREnCE
End-To-End REliabiliTy: Mission CRiTiCal FaCiliTiEs

www.7x24exchange.org

JunE 5-8, 2016
Boca Raton Resort & Club
Boca Raton, FL
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